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Note: There could be more than one answer for each problem.

(1) (10%) Let X be a random variable with probability density function f(x) = o’ /x**, a<x<w,
a,p > 0. Denote the cdf of X by F(x)=P(X <x) and let U = F(X), V =1~ F(X).
Which of the followings are true?
(a) F(x) is strictly increasing and differentiable forallx, @ <x <.
(b) U and ¥ have the same probability distribution.
(c) E[V]=Bal(B-1).
(d) —log(U) has an exponential distribution with mean 1.
() U/V has a Cauchy distribution.

(2) (10%) Which of the followings are true?

(a) The exponential random variable is the only one random variable having the “memoryless”
property.

(b) Let X, and X, be independent exponential random variables, then min(X,,X,) is also an
exponential random variable.

(¢) Let X and X, be independent exponential random variables with mean A, and A, respectively,
then X, + X, is an exponential random variable with mean A, + A,.

(e) Moments of all orders for the exponential random variables always exist.

(d) If X, and X, are two arbitrary random variables, then Cov(X,,X,)=0 if and only if X, and

X, are independent.

(3) (15%) If X and Y are any two random variables, which of the followings are true?
(a) E[Y]=E[E(X|Y)]
(b) Var(X)2Var(E[X|Y)])
(©) [Cov(X,* < Var(X)Var(Y)
(d) If X'and Y are independent, then g(X) and A(Y) are independent for any functions g and A.
(e) Let X and Y be iid from N(6,1), then E[(X, + X,)/2] X,] is an unbiased estimator of 6.

4) (15%) Let X ,X,,...,X, be a random sample from a N(u,0?) distribution, and let

X=(U/n3 X, and §* =53 (X,-X)*. Which of the followings are true?

n-1
(@ X and S’ are not independent.

(b) (n-1)S*/c? has a chi squared distribution with n degrees of freedom.

X - p

S/\n

(d) The quantity n(X — x)>/S? has the F distribution with 1 and n—1 degrees of freedom.
2

(e) The quantity —(}5——)—2 has the F distribution with n—1 and 1 degrees of freedom.
na - p

(c) When »n— oo, the distribution of converges to a standard normal distribution.
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(5) (15%) Let X,,..., X, be a random sample from a Bernoulli(p) distribution and let X = {1/ ")le X, .

Which of the followings are true?

(@) X isa consistent statistic for p.

(b) ¥, X, isaminimal sufficient statistic for p.

(¢) (X)? is the maximum likelihood estimator for p?.

(d) X,(1-X,) is an unbiased estimator for p(1- p).
(e)Forany i# j, X,(1-X,) is the UMVUE of p(1- p).

(6) (15%) LetX,,..., X, be a random sample from N (1.1), g is unknown. Consider a likelihood ratio test
for Hy:p=p, vs H,:p# p, that has a rejection region {¥: A(X)<c}, 0<c<1. Which of the
followings are true?

(a) The statistic A(X) can be defined as %ﬂlli‘?—), where L is the likelihood function and g is the
Ho | X

maximum likelihood estimator of 4.

(b) According to Neyman-Pearson, this likelihood ratio test is also uniformly most powerful.

(c) If the level of this test is &, the rejection region can be written as {X : Jn | X = 4 1S 24, ), Where
z,,, issuch that P(Z > z_,,) = a/2, Z is a standard normal random variable.

@ [x-2z,, /n,%+ Zyuis /v/n] isal-a confidence interval for 4.

(e) Any 1 -« confidence intervals for x must have the interval length at least 2z, / Jn.

(7) (20%)Suppose that X,,...,X, is a random sample from Uniform(0,0). In order to make inference
about the unknown parameter &, let’s consider a decision rule which rejects some null hypothesis H
when X, 2 ¢, where X, = max(X,,...,X,).

(a) What is the probability density function of X, ?

(b) Compute the power function for this hypothesis.

(c) Determine the rejection region (that is, find the value of ¢) of a level a=0.05 test for
H,:60<1/2vs H :6>1/2.

(d) Continue from part (c), can you reduce the Type I Error and Type Il Error probabilities at the same
time? If yes, what is your strategy?

(e) If the sample size n =2, the observed value X, = 0.48, what is the p-value?

Based on the p-value, would you reject or accept H?



