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1. The term heteroskedasticity:
(a) refers to autocorrelated error terms.
(b} refers to error terms not having the same variance.
(c) can only be applied when there is more than one independent variable.
{(d) all of the above.

2. A randomized block design
(2) is an extension of the paired t-test,
(b) does not require assuming that block variances are equal.
(c) can be performed even if the number of blocks exceeds n.
(d) is a nonparametric technique,

3. A one-sided test at the 5% level of significance will:
(a) reject the nuil hypothesis for test statistic values beyond 1.96.
{b) reject the null hypothesis for test statistic values beyond 1.645.
(c) will have a minimum power of 005
{d) will reject the null hypothesis 5 percent of the time

4. In testing whether the proportion of defectives is within the aliowable limit of 2%, a
quality control manager selects & random sample of 400, His practice has been to use a
significance tevel of 5%.

(a) He will reject the null hypothesis if more than 8 defectives are found.

(b} He will reject the null hypothesis if more than 13 defectives are found.

(¢) He will not reject the null hypothesis only if fewer than 8 defectives are found.
(d) He will only reject the null hypothesis if more than 14 defectives are found.

5. The ratio of two random variahles, each of which follows a Chi-square distribution,
will follow a : :
(a) nermal distribution.
(b) Chi-square distribution.
{c) F-distribution.
(d) t-distribution.
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(a)#% n=16,%=2.5, K pvaluec
() «=0.05,n=16 #x=2.5 6 ZHT & Fdoi7?
(cy& & a=0.00 T »&L power of test at p=1.52
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$.Two independent random samples selected from normal populations N( &;.a2), =12,

produced the accompanying data summary
sample 1:X,=22.1,5, =48 andn, = 16
sample 2 . %; = 18.2, 5, = 3.5, and ny = 12 (1551)

(2} Do the data contain sufficient evidence to conclude that the two population
variances are different 7 ( @ =003)

{b} Suppase o = o,. Test the hypothesis Hy )= o Hyipe > pryatthe a =0.05
level of significance. '
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6. L RE20m T HI (data points) > RS ADBFESHFATHERA
Yy = Dby t+ by x1+b212+h3x3+b4x4+e

SSE (SREKFF4 » sun of squared errors) = 1586.2 /;;'r\“"'
SSR (MK FF4= » sum of squares due to regression) = §311.7 7
Total SS (M # > totai sun of squares) = 7897.9 __l!g:.

(a) EIiEmBaHHRRERKLHE (ANOVA table) o (54)
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CALGECE. FECEE & E
(@) B—MFX  HT - LREKKEEAR —BETFHER LT

Fatdoih &
TG 1 2 3 4 3
Ly R 8.8 g.7 9.8 10.6] 12.3
R 8.3 9.1 9.4 10.2y 11.8

BRUMESH TR U ARSHRE Lo BART 1 ? AT E TR

( BP#¢ check assumptions M45) # % o {104
b) F_HFX M7 - LEAHRBEIHEINTR TR - I w1k 1%

LEs P E 3
A HE P RE i1 12 13 14 15
%857 9.8 9.7 8.8 10.6] 12.3
| e 9.4 9.1 ] 83| 10.2] 11.8

R E A RHER A RERIE 2B E R 2 oSS m
(BPi& check assumptions Wl#:) &2 < (108)

S5EH -
00251115 301 | Fogs 5= 251 Foo2s.12.16 =289 | Fupsizie =242
Tooasas 1 =333 | Foosis11=272 | Fopsiez =316 |Fyos,= 261
Foois20= 343 Fro1s24= 3.90 Foois2=4.04 Foasaz™2.87
Fogs5.24= 262 Fooss2=2.68
Zy 1685 = 0-95 2,166 =0-97 Iy 1835 = V.98 Zy 151y =0.99 ]
| Zo.gosz =23 Zggs~ 1.645 Zg, 25 =1.96 Zp g228™ 2 ]
[L26,0028 =2.056 [t g5 =1.706 027,0.025= 2032 1197 g5 =1.703
t28,0025 = 2098 gy 595 =1.701 Vo oo = 2776 Uy gozs = 2.571
tggos = 2306 l'g nges = 4.262 g pos = 2.132 Ly pos =2.015
Ts.-:ms: 1.860 9005 = | 833
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