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Instructions: Do all problems. Show .your work.  Notations: V is a vector space over
R or C, P,(R) denotes the set of all polynomials with real valued coefficients and degree
at most n.
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1.Let A=(-1 2 O
1 -3 3
(a) Find the minimal polynomial of A. (10%)
(b) Explain why A is diagonalizable or not diagonalizable. (5%)
c)
d)

(c) Find a Jordan canonical form J of A. (5%)
(d) Find a matrix Q such that Q71AQ = J. (5%)

2. Let T : Po(R) — P3(R) be the map defined by

T(f(z)) = f"(z) + f'(z) — f(z). -
(a) Show that T is a linear map. (6%)
(b) Find the matrix [T'|g representing T' with respect to the standard ordered
basis 8 = {1,z,z2?} of Po(R). (6%)
(¢) Find the inverse matrix of [T)g, if it exists. (7%)
(d) Find T, if it exists. (6%)

3. Let T : C® — C3 be the linear operator defined by T'(z1, 22, 23) = (21, 222, —23).
Express T~ ! as a polynomial of T. Prove your answer. (10%)

4. A linear operator P: V — V is called a projection if P2 = P. Prove that if P is
a projection, then V = null P & range P. (10%)

5. Let V = P,(R) with the inner product < f,g >= f_ll z?f(z)g(zx)dz, and con-
sider the subspace P3(R) with the standard ordered basis § = {1, z, 2, x3}. Use

the Gram-Schmidt process to replace § by an orthogonal basis {vi,va, v3,v4} for
P3(R). (10%)

6. Suppose V is finite-dimensional and T': V — V is a linear operator. Prove that
V =nullT + range T if and only if nullT NrangeT' = {0}. (10%)

7. Let U = {p € P4(R) : p’(2) = 0}. Find a basis of U. (10%)
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