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1. Which one of the following statements is unlikely a proposition?
A RRFHE ABER SHEHEXRY -
B. 2RwBAKEBERET -
C.HBRRyE -
Do RAEE  AFEABRETRAELBILE -
E. &FiFr#<—BRdm#b -
2. Which of the following statements about Fibonacci numbers is incorrect?
A. The first two numbers of Fibonacci numbers are commonly defined as 0 and 1, but it could be defined
differently.
B. We can find a lower bound of Fibonacci numbers that grows linearly.
C. We can find a lower bound of Fibonacci numbers that grows exponentially.
D. We can find an upper bound of Fibonacci numbers that grows linearly.
E. We can find an upper bound of Fibonacci numbers that grows exponentially.

3. Which is the answer of 3% mod 112
A.1 B.3 C.6 D.9 E. Noneofthe above.

4. Consider the divisibility relation (i.e., | ) and the poset R = (S, | ), where S = {1, 2,3, 4, 5, 6, 7, 8, 9}. We
can conclude that:
A. R is a total order.
B. R does not have a maximal element.
C. R has a greatest lower bound
D. R is a lattice.
E. None of the above.

5. Consider Figure X below. Assume that Dijkstra’s algorithm is used to find the shortest path starting from
node a. Which of the following statements is correct?
b 5 d 5 f

Figure X BREAEY
A. The cost of the shortest path fromatozis 17. w7y
B. In Dijkstra’s algorithm, after adding nodes a and c, the next node to be added will be node d. @
C. The shortest path must contain the smallest number of edges. ; '
D. For each destination, there is only one possible shortest path.
E. None of the above.
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6. Let R be a total order relation, what following logical statements are true?

A.Vxy, (AR(x,y)) - R(y, x)

B. vx,y, (R(x, y) A R(y,x)) -»x=y)

.

C.3x,Vy, R(x,y) . ‘:L':,,.. ars, 7‘? I
D.vxy, (R (x,y) VR (3, %)) FUREN BN AR R G BE S
E. vx, R (x,x) L — -
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7. We want to analyze the time complexity of the procedure P with the listed pseudo-code. Suppose
procedure Q take 8(+4/m) time to divide an array into three equal size sub-arrays, where m is the size of
input; each statement line counts 1 step.

Procedure P( Al a,,a,,...,a,])

B1, B2, B3 are initially empty arrays.

1. if n < 3 exit. '

2. else call Q (A); /* and get By, B2, B3*/
/* each is size of n/3 */

3. call P(B));

4. call P(Bs);

5. return;
Suppose the size of input array, », is a number of power of 3, What of the following options are true about

the number of steps (p(n) ) and complexity function(f;) of the procedure P in the question above? (c; are
constants in the following equations)
A.p(n) =p(n/3)+cyn® + ¢,
B. p(n) = 2p(n/3) + e;n*2 + ¢,
C. f, = 0%
D.f, = 02 logn)
E. f, = 0(n'°8:2)
8. For integers i and j define i ~ j if 2a + 3b = 5n for some integer n. What of the following claims about
relation “~” are true?
A. ~ is not reflexive.
B. ~ is not symmetric.
C. ~ is not transitive.
D. ~ is an equivalence relation.
E. ~is a partial order.
9. Let f:A - Band g:B — C be functions. What following statements are true?
A.if g o f is one-to-one, so is /-
B. if g o f is one-to-one, so is g.
C.if g o f is onto, so is /.
D.if go f isonto, sois g.
E. if g o f is a bijection, so are g and f.
10. What parts are true when using generating function to solve the recurrence relation:
Vnz=2,a, =—6a,_; +7a,_3, ag = —5,a; = 3. (g(z) is the generating function)

A. g(z) =—(33z+5)/(1 + 62z — 7z%)
B. g(z) = (-1/(1+72)) —(4/(1 - 2))
Ca,=—4-(-7)"
D.a,=8rn—-5
E. none of the above. R 3"
b -”;’,; _ |2
3 E} ;] p*\‘
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11. Which of the following are correct?

Eigenvalues of a triangular matrix are its diagonal elements.

If A is invertible, then so is AT.

If A and B are invertible, then so is AB.

It is possible that AB # BA.

It is possible to have real-valued matrix A4 such that 42 = —].

moQwp

12. Let 4 and B be two matrices and x be a column vector. Which of the following sub-problems are correct?
A symmetric matrix has real eigenvalues and is diagonalizable.

If 4 is diagonalizable and invertible, then 4™ is also diagonalizable.

If A and B are m X n matrices, and A is invertible, then 4B is similar to BA.

If A and B are diagonalizable, then AB is also diagonalizable.

If 4 is a symmetric n X n matrix whose entries are all positive, then the quadratic form xTAx is
positive definite.

SECROR-RS

SRUERY 3~158 > BS54 £ 159 Bi8EH -

0.6 04 0.3
13. Given 4 = [0_4 09 0. 2]. What is the sum of all A’s eigenvalues?
03 02 0.8 -
A.25 B.23 C.24 D.27 E.21
10 0 0 071 0 1 0 1 X4 1.5
210 000 1211 - xXaf |75
14IfA=13 2 1 0 oflo o0 1 1 ol whatisthesolutionof A{Xs|={155} P
1 2 3 1 0lfo 0 0 2 1 R 14.0
111 1 1o o o0 o 1 5 4.0
0.5 —0.5 1.5 0.5 1.5 [ g
0.5 —-1.5 -0.5 1.5 2.5 )
A.l15| B.jo5s| C.|-15| D.{| 25| E.|-05]. P
2.5 1.5 0.5 —0.5 —15} P
—0.5 2.5 1.5 -1.5 0.5 T
—4 0 5]
15. What is the inverse of the matrix | -3 3 5{?
-1 2 2
1 -2 -2 —4 10 -15 -6 16 —25 1 -2 0 4 -6 -—15
Alo 1 % 3[1 -3 s]c 1 -3 5| DJo 10]E.[—1 3 5}
0 -8 -3 -3 8 -—12 -3 8 -—12 0 0 1 3 8 —12
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16. If A is square matrix with real entries and has eigenvalue A. Which are correct ? BEHORIZ KEH 0 53 B 1

A. If A is a complex number a+ib, then a-ib may be another eigenvalue.

B. If A is a complex number, then the corresponding eigenvector must be a complex vector.

C. A 1is symmetric, then A is real.

D. A is symmetric, all eigenspaces are orthogonal. >3-

E. The eigenvalues of matrix (47A) are arbitrary real number. {2 1 = W e N

5 3 .
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- 17. If x is the least-squares solution of the linear system 4Ax = b. Which are correct ?
A. x=(ATA)'4D.
B. If (47A4) is not invertible, then X is not existed.
C. xXisnotunique.
D. If b € Col A4, thenx =x.
E. x=R'Q7"b for any A.
18. If A is an matrix. Which are wrong ?
" A. Aisinvertible, thus A = P D P!, where D is a diagonal matrix.
B. A is not a square matrix, thus 4 can not be Q R factorization.
C. A is not symmetric, thus A can not be P D PT factorization.
D. A has n distinct eigenvalues, thus A = LT + Aowoux™ .. + AnttnttnT.
E. A is symmetric, thus 4 = U 2 VT (singular value decomposition).

19. What are the necessary conditions for a matrix can be Cholesky factorization.
square matrix.
linearly independent columns.
enough linearly independent eigenvectors.
- all eigenvalues are positive.
symmetric matrix.

mUQwp
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20. Diagonalize matrix 4 =[

W

ﬁot inPorDmatﬁces?
A.1//3. B._1//8. C.2/48. D.-1/2, E.1/3.
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} that is to find matrices P and D such that 4 = PDPT. Which values are




