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« In the following questions, &(t) is the Dirac delta function, u(t) is unit-step function, * is the convolution
operator, £ : f(t) = F(s) and L' : F(s) = f(t) denote the unilateral Laplace and inverse Laplace
transforms for ¢ > 0, respectively, boldface letters such as a, b, etc. denote vectors of proper length, AT
means the transpose of matrix A, and I is the identity matrix of proper size.

— ~ Suppose that B; and B, are square invertible matrices. Let O denote an all-zero matrix of proper size. Define

-1
B:[Bl 0} and 0:[31 01}.

0 B

Denote by P a permutation matrix of the same size as B and C. Which of the following statements are true?

(A) BC = P'P
(B) P'P=PPT.
(C) B'CBPC B 'PICT =1

(D) There exists an integer k # 1 such that Pk =

(E) None of the above are true.

=~ Using the forward elimination process with possible row exchanges to produce an upper triangular matrix

U, which of the following statements are true?

(A) When performing forward elimination on matrix B =

U, where B and B are square matrices and O denotes an all-zero matrix of proper size, U can be

Uv; 0O

made to be equal to U = [ 0 U

upper triangular outputs due to inputs By and Bo.

(B) Suppose that P1By = L1U1 and P By = LyUs, where Py and P, are permutation matrices, L1 and Lo
are square lower triangular matrices, and Uy and U; are square upper triangular matrices. Then,

=[5 2lls e

(C) To perform forward elimination on a matrix F = [g 10)} to produce an upper triangular matrix U,

ik

where A, C and D are square invertible matrices, we can first do block-based forward elimination

A

to obtain G = [0 Dl

triangular Uy and Up. The desired U is thus given by [%A U(') }
D
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, where Uy and Us are respectively the resulting forward elimination

} then perform forward elimination respectively on A and D to obtain upper

0 B;

B . .
01 39 } to produce an upper triangular matrix
2
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(D) To perform forward elimination on a matrix F = } to produce an upper triangular matrix U,

A

¢ D
U

where A, B, C and D are square invertible matrices, U can be made to be equal to [ OA lﬁp}’ where

U4 and Up are respectively the forward elimination upper triangular outputs due to inputs A and D.

(E) None of the above are true.

=~ Let A€ R™" and b € R™ be nonzero matrix and nonzero vector, respectively. Which of the following sets
are subspaces of R™?

(A) {zx e R*|Az =b}.

(B) Wi N W,, where Wy and W; are two subspaces of R™.
(C) {m: (z1,22,...,2,)" € R™ |37 1$Z—0}
(D) {2(t) = (1(8), 22(t), - . ., 2n(2))T |2/ () = Az(t) + b). AU
(E) None of the above are true.

9~ Which of the following statements are true?

(A) Let uq,...,ug, k < n, be linearly independent unit vectors in R® and U = [ul uk] e Rvxk,
Then, I, — UU" is a projection matrix that projects a vector onto the column space of U, where I, is
an identity matrix of size n x n.

(B) Let A € R™*, k < n and rank(A) = k. Then A(ATA)"'AT is the projection matrix that projects a
vector onto the column space of A.

(C) Let A € R™*, n < k and rank(A) = n. Then x = AT(AAT)"'b is the solution of Az = b having
minimum Euclidean norm.

(D) All the orthogonal matrices of R?*2 can be expressed either in the form of C9S(9) ~sin(0)

sin(6)  cos(6)

cos(f)  sin(6)
sin(f) —cos(8)|"
(E) None of the above are true.
2~ Let A = QR bethe QR factorization of A, where A = [a1 . an] e R™" and Q = [ql - qn] € Rnxn
is an orthogonal matrix, and R = [ri,j] € R™" is an upper triangular matrix. Which of the following
statements are true?
A) ay, and gy, are linearly dependent for any k < n.
B Spa'n{ala T aa’k} = Spa‘n{qh tt ’qk} for any k<n.

(A)
(B)
(C) {qilrss #0, i=1,2,...,n} is an orthonormal basis of the column space of A.
(D) If rg g, = 0, then the vectors {a1,---,ap} are linearly dependent.

)

(E) None of the above are true.

7~ Consider a 4 x 4 real matrix A with three different eigenvalues 0, 1, 2. Which of the following statements
are true?
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(A) The determinant of A is 0.

(B) There are three linearly independent eigenvectors.
(C) The rank of A is 2.

(D) The trace of A is 3.

)
(E) None of the above are true.

Consider two similar real matrices A and B. Which of the following statements are true?

(A) A and B have the same set of eigenvalues.
(B) A and B have the same set of eigenvectors.
(C) A and B have the same null space.

(D) A and B have the same rank.

(E) None of the above are true.

Consider an m x n real matrix A with linearly independent columns, and m > n. Which of the following

statements are true?

(A) ATA is positive definite.

(B) AAT is positive definite. .
(C) The column space of A is spanned by all the eigenvectors of AAT. / —
(D) The row space of A is spanned by all the eigenvectors of ATA. -
(E) None of the above are true. ’;,/ 5

Which of the following statements are true?

14+ 1% e Oy,
o1 l14+ay - Ol n
(A) Let A= _ ) ) ) . Then, det(A) =14+n) ;" on.
ay e s 14an
(B) Let A be a square matrix, and ¢ and d be two column vectors. If Az = ¢, then det(A + cd’) =
det(A)(1 +d'z).

(C) Consider the 4 x 4 orthogonal projection matrix @ = I —uu”, where u € R? and I is the 4 x 4 identity
matrix. Then det(Q) + rank(Q) = 4.
(D) One can construct a 3 x 3 Hermitian matrix A with complex-valued entries such that det(A) =141,

where 7 = /—1.

(E) None of the above are true.
Which of the following statements are true?

(A) Let T be a linear transformation from R™ onto R™. Then T is one-to-one.

(B) Let T be a linear transformation from R™ to R™. Then {v1,...,v;} can be linearly dependent even if
{Tvy,...,Tvg} is linearly independent.
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(C) Let T be a linear transformation from R™ to R", and let S C R™ be a subspace such that T's € S for
all s € S. Then dim(S) € {0,1,n}, where dim(S) denotes the dimension of S.

(D) Let A € R™*™ with m > n > 3. Then rank(AAT) < rank(A).
(E) None of the above are true.

Consider the first order differential equation (4zy + 1) dy +y?dz = 0. Which of the following statements are
true?

(A) £ =y~ ! + Cy™* for some constant C is the general solution.

(B) 3zy*+ 9% = C, where y # 0 and C is some constant, is an implicit solution.

(C) y(z) = 0 is a solution.

(D) If the solution curve passes through the point (0,3) in the  — y plane, then it also passes through the
point (7,1).

(E) None of the above are true.

Given one solution y;(z) = €” to the homogeneous second order linear differential equation (z 4 1)y"(z) —
(z + 2)y/(z) + y(z) = 0 with z > —1, the second linearly independent solution y(z) takes the form of
y2(z) = v(z)y1(x). Which of the following statements are true?

(A) The function v(z) satisfies (z -+ 1)v"(z) — (z + 2)v'(z) = 0.
(B) The function v(z) satisfies (z + 1)v”(z) + zv'(z) = 0.

(C) v(z) = ze®.

(D) o(s) = (2+ 2)e®.

(E) None of the above are true.

Solve the third order differential equation 3" (z) — 2y (z) + 51/ (z) — y(x) = Zr with z > 0. Which of the
following statements are true?

(A) y(z) = —552 7 is a solution.

(B) y(z) = 5% is a solution.

(C) y(z) = 55(z — z7!) is a solution.
(D) If the solution y(z) satisfies y(1) =0, y/(1) = %, and y”(1) = %, then y(2) = 15

(E) None of the above are true.

Consider the system of linear differential equations

2'(8) = Ax(t), whereA:H :;]

Which of the following statements are true?

(A) z(t) = [ ZCOS(CthZt)S in(t) ] is a solution.

(B) =(t) = [ cosft )Si;(i)sm(t) } is a solution.

S U
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(C) ™A = [ “01 _01 ]

(D) e2 _[1 _2]. -

(E) None of the above are true.

+ # ~ Which of the following statements are true?

4

(A) £ { [Esin(a(t — 7)) sin (a7) dT} = o

(B) (6% £)(t) # F(1)-

(C) (u=* f)(t) = f(t), where u(t) is the unit-step function.

(D) If /(t) + 2y(t) + f; y(r)dr = u{t — 1) and y(0) = 0, then Y(s) = L{y(t)} = (Ti_ls)—?

(E) None of the above are true.

Let z(t) be the solution of the initial value problem z'(t) + poz'(t) + goz(t) = f(t), t = 0, z(0) = a and
#(0) = b. Let L{f(£)} = F(s) and L{z(t)} = X(s). H X(s) = Skl ) then which of the following
statements are true?

(A) po+gqo=—3

(B) a+b=-1.

(C) If £(t) =0, then z(t) = 2¢7" — te™t.

(D) Tf f(£) = 8(t — 3), then L roq} = ult — 3)te™.

(E) None of the above are true.

Consider the following non-homogeneous linear system

1 0 O 1
@' (t) = Az(t) + f(t), where A= { 2 1 -2 } and f(t) = { 0 } e *)
3 2 1 0

0

Civen that \; = 1 and Ay = 1 + 27 are eigenvalues for A and that { 1 } is an eigenvector of A associated
—14

with the eigenvalue A, which of the following statements are true?

2 ]
(A) | —3 | et is a solution to @'(t) = Az(t).
2
2e 0 0
(B) et = | —3ef e’ cos(2t) etsin(2t) |.
| 2t efsin(2t) —ecos(2t)

-1
(C) The system (*) has a particular solution x,(t) = be? with (A —21)b = \: 0 i\ .
0

T b o e o
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(D) @p(t) = [

jl e® is a particular solution to the system *).

G-I =

(E) None of the above are true.

T Let f(t) = 30l 9(t — n), where g(t) = #2 [u(t) — u(t — 2)]. Represent f(t) in terms of Fourier series as
ft) = 2_n>0 @n €08 (n7t) + by sin (nt). Which of the following statements are true?

(A) f(t) is a periodic function with minimum period 2.

(B) by = — 2L for > 1,
(C) by = ~2=CUY gor > 1.
(D) ft=1)=3.

(E) None of the above are true.

+ 7~ Consider the following boundary value problem for the bivariate function g(z,t) with 10 < z < 20 p ‘ ‘;
89%-’?172 — 5azgz{6,t fOr 10 << 20 a,nd t> 0 \_‘1 % U

g(10,¢t) = g¢(20,t) =0 fort>0

Assuming g(z,t) = X (2)T(t) is separable, which of the following statements are true?

(A) The function X (z) satisfies X”(z) + X (z) = 0 with X(10) = X(20) = 0.

(B) Solutions to X (z) take the form of (—1)m sin (%z) forn=1,2,...

(C) Assuming X(z) = sin (Z2z) for some positive integer n, the corresponding T'(t) satisfies T7(t) +
1% 7'('2

(D) Assuming X(z) = sin ('WCC) for some positive integer n, the corresponding T'(t) satisfies T"(t) +
TI(t) =0.

(E) None of the above are true.

=+~ Continued from Question + 7, we further assume that g(z,0) = z for 10 < z < 20 and that the solution

9(z,t) takes the form of

o0
t) = cnXn(z)Tn(t
n=1

for some constants ¢,. Which of the following statements are true?
(A) ¢p = ﬂ(—nlﬁﬂ, Xn(z) = sin (%= z) and T,,(t) = exp (—M )
(B) en = @Q%ﬂ, Xn(z) =sin (% z) and Tp,(t) = exp (—";th).
(C) 252 en Xn(20)T(0) = 20.

(D) 22nt1 enXn(10)T5(0) = 0.
(E) None of the above are true.




