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—. [20%] Consider two different 1mplementdtxons M1 and M2, of the same instruction set. T here are three
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classes of instructions (A, B, and C) in the instruction set. M1 has a clock rate of S00MHz, and M2 has a
clock rate of 250MHz. The average number of cycles per each instruction class on M1 and M2 is given
in the following tabie:

Class CPIon Mt CPI on M2 C1 usage C2 usage Third-party
usage
A 2 30% 30% 50%
B 4 50% 20% 30%
¢ 3 20% 50% 20%

The table also contains a summary of how three different compilers use the instruction set. Cl is a
compiler produced by the makers of Mi, C2 is the compiler produced by the makers of M2, and the
other compiler is a third-party product. Assume that each compiler use the same number of instructions
for a given program but that the instruction mix is as described in the table.

(1) [4%] Assume that peak performance is defined as the fastest rate that a machine can execute an
instruction sequence chosen to maximize that rate. What are the peak performances of M1 and M2
expressed as instructions per seconds? '

(2) [6%] Using the third-party compiler on both M1 and M2, what is the CPI for each machine? What is
the execution time for each machine if the number of instructions for the given program is 1,000,000
in this case? What clock raie should M2 have to have the same performance as MU in this case?

(3) [3%] Using C1 on both M1 and M2, how much faster can the makers of M1 claim that M1 is
compared with M27 '

(4) [3%] Using C2 on both M2 and MI, how much faster can the makers of M2 claim that M2 is
compared with M1?

(5) [2%] If you purchase M1, which compiler would you use? (You must give your reason o support
your answer. Simply write down the compiler without justification gets no score.)

(6) [2%)] If you purchase M2, which compiler would you use? (You must give your reason to support

your enswer. Simply write down the compiler without justification gets no score.)

. [10%] An array of integers is stored in memory
1w  $tC,0($s0) ¥ StO=arrayl0]
add $tl,Szerc,S$zero

The array length is provided in register $s1. The | L1: addi $t1,%tl,1

beginning in the address given in register $s0.

. ‘ beq fa)
) ~ 1 ¥ PR Tl SN—
MIPS code for finding the maximum value in the sll 3t2,5tL,2 & St2=5t1%4
array is shown right. add {b) -
o lw  $t3,0(5t2)

(1) [6%] Write down the missing pats in (a), (b), (c) St4,$t0,st3

{c) to complete the code. beg $t4,5zero,Ll

. , : 5c3,9 $zer

(2) [2%%] Suppose we place the code starting at ?dd £] r 923, 3z6r0

location 0x00000A20 in memory. What is the | Exit:
MIPS machine code for the instruction: § L1

in hexadecimal representation? Note that the value of the 6-bit jump opcode is 2en.
(3) [2%] What is the value of the 16-bit address for the instruction: beq $t4, $zero, L1 in decimal
number? (beg -» opcode=4, $t4 = 12)
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CE. [10%] Consider two MIPS instructions: =or

. . . . , Anor B
(exclusive OR) and nor (not OR). The table A B AxorB !
. . 0 0 0 1
shown right defines these operallons on &
p
bit-by-bit basis. For each of the following new 0 ! - 0
S S e e fhe 1 0 1 0
instructions, use only xor and nox to provide the
1 1 0 0

mindmal instruction sequence to accompiish the

same thing.
(1) [5%] The instruction not takes the one’s complement of the source register and places it in the
destination register:

not 5t0,$tl # $t0 = not($tl)

(2) [5%] The instruction swap exchanges lwo registers. Afier the instruction is executed, the destination
register has the original value of the source register, and the source register has the original valug of
the destination register:

swap  $t0,5%tl # $t0 < 5tl

wy. [12%] Consider the following four code sequences:

f. ADDI RL, RILl, #4

LW R2, 7(RI1)
i. ADD R3, RL, R2
S R2, 7(RL)
i, 8w R2, 7(RL)

S0 R3, 200 (R7)
iv. BEZ  R1, L1
SW RL, T(R1)

For each code sequence, identify each type of dependence that exists and describes what data flow or
control structure canses that dependence.

£. [8%] There is a deeply-pipelined processor having the foliowing pipeline stages.

1 [ k2 | 1 | o2 | EXEl | BXB2 | EXE3

WEB

The branch target address will be calculated out at ID1-stage (3rd stage) and the branch will be resolved
at EXE2-stage (6lh stage). Please describe the branch penalties (in cycles) for each strategy to handie
control hazard in the following table. Assume that the compiler can always find instructions to fill
branch delayed slot.

Unconditional Conditional branch

branch taken untaken

Predict taken

Predict not-iaken

Delayed branch
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stall control. The signals Srcl and Sre2 are 2

2. [20%} Consider the following pipelined MIPS datapath with forwarding and

denotes the register with index 1. Assume the pipeline is initially empty, and all

segister writes occur at the end of the clock cycle.

s11

2-bit control signals, while all the | ada

other control lines are 1-bit signals. Note that $1 in the given code shown rght | 1w
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all necessary stalls or nops.

the Sth cycles from beginning?

from beginning?

on your answer sheet.

mrinimum clock eyele time of this processor? Please explain your answer.

(4) [3%] In (2), what are the values of those MUX selection signals (Stall, Srel

(1) [4%] Assume -Mem, Mux, ALU, Register files, >-Mem have latencies of 50ps, 10ps, 30ps, 20ps,
and 50ps, respectively. Except register files, the latency of all other registers (including PC) is 15ps.

Back control unit (Control, Harard detection, Forwarding) has a latency of 20ps. What is the

(2) [4%) Assume the given code is executed on this processor. Please draw the simple (traditional)

multiple-clock-cycle pipeline execution diagram of the first 8 clock cyoles, from beginning including
(3) [5%] In (2), what are the values of those MUX selection signals (Stall, Srcl, Stc?, RegDst, MtoR) at

, Sec2) at the 6th cycles

(5) {4%] If we want {0 implement the forwarding capability for the store operation immediately after a
load instruction, what circuit should be added? Please redraw the datapath including the added parts
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0%] Consider two chip rultiprocessors (CMP) P1 and P2 and each processor has dual cores. The

CME s contains L1 and L2 caches on a single c¢hip. The CMP P1 has private L2 cache and the P2 has’

. shared 1.2 cache. If the two CMPs are evaluated with benchmark A, the resulting L1 and L2 miss rates
and hit latency as follows.

CMP | 1.1 miss rate L2 miss rate
P1 S 5% 2%
P2 5% 0.2% |
L L2 hit latency Main memory
L1 &t latency o § .
Private cache Shared cache access fims
0.6ns ons 8ns 160ns

If the two CMPs are evaluated with benchinark B, then the L1 and L2 miss rate and hit latency are as

follows.
CMP L1 miss rate 1.2 miss rate
Pi 5% 0.1%
P2 5% 0.04%
. 1.2 hit latency Main mewmory
1.1 hit latency - .
Private cache Shared cache access time
0.6ns 6ns 20ns 160ns
(1) £3%)] What is the average memory access time (AMAT) for P1 for benchmark A7
(2) [2%] Which processor has better AMAT for benchmark A and why?
(3) 13%] Which L2 cache design has better performance for benchmark A7 Please use data to support
the answer.
(4) [2%] Which benchmark has better performance for the shared L2 cache design?  Please use data to

support the answer.

{5} [2%] Which processor is better for multithreaded workloads?

(6) [3%] Assume that the shared cache latency increases linearly with the CMP size and the shared
cache miss rate changes inverse proportionally with the CMP size. Which processor has better
performance in benchmark A if the number of cores doubles for both CMPs, P1 and P2.7

{7y [2%] With doubled munber of cores, can we determine how much more off-chip memory bandwidth

is needed to maintain the same level of per-core performance for Pi and P27

.

(8} [3%)] For benchmark A, assume the base CPI =1 and nonblocking cache is used to improve the

concurrent misses (i.e. more than one oulstanding miss in parallel) from ! fo 2, how much

performance tmprovement can be achieved for Pl and P27




