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1. We have explicitly mentioned five types of case: “
(1) Individual people or animals 1
(2) Stimuli
(3) Groups of peopie or animals g
(4) Neurons
(5) Events or occasions
Identify the type of case implied by each of the following questions.

(a) Do smal! nations tend to spend more or less per capita for arms than large nations
when per capita income is controlled?

(b) Are more babies born per day on weekdays or weekends?

(c) Has Judge A in an art contest consistently chosen paintings with bright colors
over more subdued paintings in previous contests?

(d) Are most married women more liberal politically than their husbands?

2. Students took a pretest of gymnastic ability (X), were trained in gymnastics by either
method P or method Q, and then were tested on a posttest.(Y). Parts 1 through 6 of
Figure represent six possible situations. In each part, the two small squares
represent the means of the scatterplots of scores of students taught by methods P and
Q. The within-group regression lines are also shown.

Six of the descriptions a to j below match a diagram in Figure while the other

four descriptions match no diagram. In each diagram one of the two small squares is

clearly closer to the origin—the lower left corner of the diagram. For each descrip-

tion give the number (if any) of the diagram fitting the description, and the appropri-

ate letter (P or Q) of the square closer to the origin.

(a) The P and Q groups did not offer in mean pretest ability, but the P group
outperformed the Q group on posttest.

(b) The two groups did not differ on average posttest score. However, group Q was
better on pretest, so method P appears to be more effective.

' {c) The Q students outperformed the P students on both pretest and posttest. .

However, it appears that method Q is superior because (surprisingly) there is no 1

relation between pretest and posttest scores within groups. Thus the Q students Y ¥ 2
gained no unfair advantage over the P students by virtue of being more able at Y
pretest. 7 ) . : . . -
(d) Within groups theﬂ’e was no relation between pretest and posttest scores. How- ‘
ever, we conclude’ that method P was superior to method Q because it started
with poorer students and the difference between groups was smatler at posttest y

than at pretest. X X

(e} Both methods P and Q were so different from what these students had seen
before that in both groups the students who did best on pretest actually did worse
on posttest. The P students did worse than the Q students on pretest, but this was P Y
actually an advantage for the P students because of the negative relationship.
Therefore we conclude that Q is a better method even though the P’s outper- ’ B e
formed the Q’s on the posttest.

(f) Both methods P and Q were so different from what these students had seen

before that in both groups the students who did best on pretest actually did worse X X

on posttest. The Q students were superior on pretest and posttest, as well ason FIGURE

posttest after correcting for the difference on pretest. ) ‘ Six possible refations between treatment and control groups.
(g) Group Q was above group P on posttest. However, Q was so much higher than P

on pretest, and the relation within groups between pretest and posttest was so

strong, that after correcting for the difference in pretest scores, P appears to be

the better method.

3. Suppose that thg following contingency table was set up:
B B’ ‘
| A 10 30 (W)hzt; ils l;t;e probability of
' a 7
4 2 22 by A B'?

4. In a random sample of 64 people, 48 were classified as “successful.”
(a) Determine the sample proportion p, of “successful” people.
(b) Determine the standard error of the sample proportion 0.
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S, ’I:he retailing manager of a supermarket chain wishes to determine whether product loca-
tion has any effect on the sale of pet toys. Three different aisle locations are considered:
front, middle, and rear. A random sample of 18 stores is selected with 6 stores randomly
assigned to each aisle location. The size of the display area and price of the product are
constant for all stores. At the end of a 1-week trial period, the sales volume (in thou-
sands of dollars) of the product in each store was as follows:

AISLE LocaTion
FRONT MiIDDLE REAR

86 3.2 4.6

7.2 2.4 6.0

54 2.0 4.0

62 1.4 28 Aisle locatjon: FRONT _ MIDDLE REAR

50 1.8 22 Sample means: 6.067 2.067 3733 X =3.956
4.0 16 - 28 Sample standard deviations: 1.648 653 1.418

(a) At the .05 level of signiﬁcancé, is there evidence of a significant difference in aver-
age sales among the various aisle locations?

(b) If appropriate, which aisle locations appear to differ significantly in average sales?

critical values of F corresponding
to a specified upper tail area (a)

Oenominator Numerator df,

H 2 3 4 5 § 7 8 9 14 ” 18 20 4 20 40 60 120 ®

1614 1995 2187 2246 . 2302 2340 2368 2389 2405 2410 439 2459 2480 2491  280.% 2611 2622 2833 2543
1851 1800 1898 1826 1930 1933 1835 1937 1838 1940 1941 1843 1945 1845 1948  19.47 1848 1949 1950
10.13 8.58 8.28 82 .01 8.4 8.89 8,88 .81 6879 8.724 870 8.66 8.64 8.02 8.59 8,57 a.55 8.53

m 484 659 6.38 8.26 8.16 .08 6.04 6.00 5.98 5.0 6.80 5.80 8.77 5.76 5.72 5.68 5.86 5.6
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8 6.61 878 5.4 6.19. 5.08 485 488 4.82 47 4.74 4.68 462 4.58 453 4,80 4468 443 440 438
8 689 5.14 476 453 439 4.26 a1 4.15 410 4.08 4.00 3.4 387 384 381 an 3.4 30 367
7 868  4.74 436 4.12 397 387 378 373 .68 3.64 .67 351 344 N 338 3.34 330 kX4 k)
L] 532 446 4.07 384 3.69 358 3.50 34 339 3.38 3.28 in 3.15 312 3.08 3.0¢4 3.0t 2.97 283

2 512 428 386 383 348 3.37 328 a3 EAL 3.4 307 3.0t 294 2.9 2.88 283 279 278 an
0 4.96 410 an 3.48 333 .22 3. .07 3.02 2.08 2.0 2,85 an 274 2.70 268 282 | 288 254
1 484 398 3.60 336 320 3.08 3.0 288 2.9 2.85 2.79 272 2.68 2.6 2867 28 249 248 240
12 475 388 3.49 .28 11 300 2.0 2,88 280 78 268 2.62 254 251 247 243 2.3 224 2.30
1 4.87 s 341 3.8 3.0 2.82 283 7 amn 267 .60 253 246 242 238 234 . 230 225 22
14 4.60 374 3 kAL 2.96 288 278 270 286 2.60 283 246 238 238 3 227 222 218 213
15 454 3.88 328 .08 280 278 an 2.64 268 254 248 240 233 228 2286 2.20 218 F AL 2.07
18 449 3.83 3,24 3.0t 2.88 274 268 259 254 249 242 2,38 228 224 2.19 215 amn 2.08 20
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6. Given the following contingency table

A B C TOTAL

1 10 30 50 90
2 40 45 50 135
Total 50 75 100 225

(a) Compute the expected frequencies for each cell.
(b) Compute the x* statistic for this contingency table. Is it significant at o = ,057
(©) If appropriate, use o = .05 and determine which groups (A, B, C) are different.

Critical Values of x°
chr'us Upper Tail Areas (a}
[
Freedom 995 99 978 .95 .90 75 25 10 05 025 .01 008
1 0.001 0.004 0.018 0.102 1.323 2.706 3.841 5.024 6,835 7.879
2 0.010 0.020 0.061 0.103 0.211 0.575 27713 4,605 5.891 7.378 9.210 10.697
3 0.072 0.116 0.216 0.352 0.584 1.213 4.108 6.251 7.815 9.348 11.345 12,838
4 0.207 0.207 0.484 oM 1.064 1.923 6.386 7.779 9.488 11143 13.277 14.860
5

0412 0.554 0.831 11486 1810 ~ 2675 6.626 9.238 1.071 12.833 15.086 16.750
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