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=~ (10%) Find a differentiable function f: (tj with f(0)=0 such that

the differential equation
. dy
Ysint+ yf(f)——=0
ysit+yf (1)~

is exact. Solve the equation.

— ~ (10%) Find the general solution of the differential equation

Y- 6y'+ 9y =1+ +6 +---+ 1)V,

il

> (10%) Consider the initial value problem

X"+ Dyx "4+ goX = f(t), t= 0, x(O) — 0, x!(o) —0 '

(—) (5%) Determine p,and g, so thatthe solution x(#)can be

expressed as

x(t) = [ e “Psin(t—2) f(r)de, 120,

(=) (5%) Compute x(f) if f(£)=25(t—7).
I~ (10%) Solve the initial-value problem

[0 1L L0
x—_l 0x+2€r,x()—0.

I1 ~ (10%) Find a formal Fourier series solution of the endpoint value
problem

x"+4x =4t x(0)=x'1)=0..
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A% ( 10%) Find the solutions to the linear systems Ax =b with the following rref (reduced row echelon form).

(Note: write “No solution” if it has no solution.)

| 1000 |o Lo o3

U LwefAlbD={0 1 0 —4| 3| 2 wef{4b,h={0 1 0] o

i\ 001 0 |2 | 0 0 1]-2
‘i "1 30 0] 07 01 3 0 5 0]
sometlab )= 0 V1D 4 e, ) - oo o
000 0f-2 0000 0 0]

£ ~ (10%) Find the transformation matrices 4 of the following linear transformations y = 1(x).

(=)~ 5%)

¥ =24 110 0 5
Ya|=x) 2 143, 1 |+x]0(+x,] 0
Vs 3 -7 0 -3

() ~ (5%) The rotation about e, is shown in the right figure.
This rotation is a transformation 7 %° — %, such that
e =cy, - 1(ez) = ¢y, 1(e3) = c3,

) _ 3 . i
where {e), e, 3} is the standard basis of R According to trigonometry,

| 0 0
€178 € =1c0s0 |, ¢y =| ~sing |. Find 4 such that of T(x)=dx.
sin @ cos

N (=)~ (4%) Suppose 4 is a square matrix and 4 = 47, Show that

VAV I, VI for any vector v,
where A, is the maximum value of the eigenvalues of A4.
(Hint: An nxn square matrix 4 is orthogonally diagonalizable if and only if A is symmetric.) ‘
(=) ~ (6%) Suppose that the transformation matrix of T'is C, ie., T{x) = C x. It is known that vectors

b1, by, by, by are eigenvectors of matrix C associated with the eigenvalues 18,10, 4, -12,
respectively.
A basis (or eigenbasis) B for Cis B = {by, by, by, by}.

5 2 9 _g -1 1 1 1
o] 2 5—69b=1 b=1b:1 Lo
9 =6 5 20 TP e T g M T
-6 9 2 5 1 1 -1 1

Find the transformation matrix [Cls for Tw.r.t. basis B, i.e., [Clg=?

(Notation definition for [C]; if ¥y = CX, then [yl = [Clg [x]g, where [x]p denotes the coordinate vector of x
relative to basis B8.)

“

73: ﬂh@ﬁﬁ%

‘y




ERBEAREAB 104 2 e Emtrmtm w4 g7 sﬁiﬁ

o BHRE O MB  THEEELDS006) KEALLEENHL

J1.~ (10%) Consider a Scara robot (or called two-link robot) shown in the following figure.

v, /
- ~ /‘
S~
¢ YL .
1 -
- S ﬁ\\x Vi
<~ 0 /e T

The relationship between velocity vector Vv and joint velocities 6’1 ,0, is the Jacobian

matrix J(6),6):

= 1.31 _ J(0,,6,) él ’ WhereJ(Ql,Qz): £,8in6, +£,sin(6, +6,) £,sm(@, +0,)
v, 8, | —£,cos6 —£,cos(6, +6,) ~{,cos(6,+86,)

When at a singular configuration (e, &=0), J(6,6) with £, =1,£, =1, is reduced to

2sin &, i
J(91=92:0)={ sin 6, sin 6, },an

—2c0sf, —cosf,

1 1/2 | _S0sh
rref(J (6,6, = 0)) = [0 " } rref(JT (6,6, = 0))= sin &,
0 0

(—) ~ 1. (2%) Find a basis of range(J( ), =0))={w}, i.e., w =2 (note: range = column space)
2. (1%) Draw the range(J(8,, &=0)) on the V;-V, plane.

(—) ~ 1. (2%) Find the orthogonal complement of range(J) for =0, i.e., ker(JT)= span(h) and
h =7 (note: ker = kernel = null space)

2. (1%) Draw the vector h on the V,- V, plane.

(=) ~ Let w and h be those obtained above .

1. (2%) Does J(6,,6=0)x = (3h - w) have solution(s) x?
2. (2%) Find the orthogonal projection matrix P of Projspancw), and verify it by P h =0,
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 ~ (—) ~ (6%) Find the rotation matrix, with respect to the by
el b,
standard basis, about the axis of b, by &, where /@:9
0.6 ~0.8 e
b, ={0.8| b,=| 06 | b, =e,. \bl
0 0

It is known that the rotation matrix about e, is

cosd 0 —siné
Rot(e,, )= 0 1 0

sin@ 0 cos@ (Hint: Similarity transformation)

(=) ~ (4%) Write the contra-positive statements of the following statements. (“If not B, then
not A” is a contra-positive form of “if A, then B)
L. If the columns of 4&R™" are linearly independent; then » < m.

2. n nonzero vectors are linearly independent, if they are orthogonal.
3.1 0 is not an eigenvalue of 4, then det 4 = 0.

4. For any matrices 4 R™" and B & R

if the columns of B are linearly dependent,
then those of 4B are linearly dependent. '
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