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1.(50%) Trueor False, ( —E &F MW - BEHAKRF o A5 7
{(a) Every matrix is row equivalent to a unique matrix in echelon form.
(b) For the linear system A, ., X,.; = bo.- A bas infinitely many solution if and enly 1f at
least one column of A doesn’t contain a pivot position.
(¢) The linear system Ax = b with more equations than variables cannot have a umgue

solution,
(d) If the columns of A are linearly independent, then the linear sysiem Ax = b has solution.

{¢) If matrices AB=AC. thenB=C.

() If matrices A and B are row equivalent then thetr column spaces are the same,
put their row spaces may be different.

() If matrix A, has » independent eigenvectors, then A has » distinct eigenvaiues.

(h} If both {v;,va,vi} and {vawvsvy} are linearly independent sets, then {v|¥;.¥3V4} iS
linearly independent, where vectors vy,v;,v3, and vy are in B 4.

() 1f V is orthogonal to W, then V. is orthogonal to WL, where V1 is the orthogonal
complement of V.

(0} VIV L may be an empty set.

2.{10%) Give four methods to determine a linear system A, ., X,..; = b, has solution.

3.010%) A and B are square matrices. Prove that if either BA =T or AB =1, then A and B are
invertible, with B= At and A =B},

[1 0 0 [I 0 0
4.(10%) Theinverse of block matrix |A I 0}isiX 1 0] Find matrices X, Y, and Z.
B € 1] v Z 1]
{1 13 0 nlw
5.(10%) Find A | { |, where A= |3 310
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6.(10%) Find a QR factorizatton of l'[h‘tlt‘l‘a.| 4 =34
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